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PREFACE

Faced with demands for both quantity and quality,

educators have-attempted to introduce modern technology.

For over a decade now, numerous efforts have been made to

apply computer technology to new instructional modes which

use time-sharing and student interaction with the subject matter.

These instructional modes tend to be highly individualized to

the student and not purely computational. The term "computer-

assisted instruction" (CAI) has been given to these diverse

efforts.

The PLATO program at the University of Illinois is one

such effort that has taktin a broad systems approach to CAI.

This approach consisted of new hardware (deemed necessary for

economic viability), software, and educational research-all

developed together as a system. It has come to be categorized

as "computer-based education".

This research investigates the potential role of a computer-

based system in the teaching of introductory network theory. It

attempts to partially answer the question, "What is educationally

possible or desirable?" It does not propose CAI as the most

effective or efficient medium, nor does it compare CAI to other

media. It does, however, attempt to find out some of the CAI

characteristics and capabilities, for use when media selections

are made.

The approach used was to start with the PLATO III system

and an existing network theory course. Consideration of the

course topics, the various teaching strategies, and the PLATO III



system capabilities led to the selection of several topics

and teaching strategies, and eventually to the development of

lessons (computer programs) to assist in teaching those topics.

Some rationale for developing the lessons is presented in

Section 4. The actual lessons that were developed are discussed

in Section 5, along with some results from their use.

Development, use, evaluation, and revision of the lessons

took place over the two semesters of the 1970-71 school year.

A total of 19 students took the special course for credit. In

the second semester, about 30% of the scheduled hours were in

the PLATO classroom.

Several benefits from the use of PLATO were observed.

First, a high degree of student achievement was obtained by use

of lessons combining tutorial and drill and practice instructional

modes. Second, the student attitude was found to be highly

positive for properly working lessons. It's not often a student

says "it's fun" during a school learning experience. Third, the

student worked alone at a console, at his own pace, and was

actively involved. He learned by doing. One student, recognizing

this said "There's no way to sit back and do nothing as in a

lecture." Fourth, the teacher was not replaced, he was replaced.

During the PLATO classes, he was free to roam about and act as

an individual tutor, supplementing the PLATO program differently

for each student.

The conclusions and recommendations for further research are

included in Section 7.
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1. INTRODUCTION

1.1 Nature of the Problem

Something is wrong with education when the top 10%

of our high school classes have difficulty in mastering

college subjects. Individual differences in learners,

coupled- with the hierarchal nature of most subject matter,

are certainly important factors in the learning of new

materials. One central problem with education today

appears to be its lack of proper regard for these two

factors.

Individual differences in learners is an easily

demonstrated fact. Many teachers seem to imply that

differences do not exist in a beginning class of students by

starting out all students at the same level. It appears

incongruous for these same teachers to later attest to these

differences by assigning terminal grades according to the

normal curve.

The hierarchal nature of most subject matter, too,

is easily demonstrated. Much recent research in education

has dealt'with establishing learning hierarchies for

subject matter. Gagne (13) states that the most depend-

able condition to insure learning is the prior learning of

prerequisite capabilities. Koen (17) maintains that we

need 100% learning at each step.

If all students are normally distributed with respect

to aptitude for a given subject (often met in practice),

and if all students receive exactly the same instruction



(also often met in practice), then intuitively we might

expect the students to be normally distributed in end

achievement (which they often are in practice). Carroll

(9) alleges that if a normally-distributed-aptitude set

of students is provided with instruction appropriate to the

characteristics and needs of each student, then the

majority of students may be expected to achieve mastery

of the subject. His view is that, given enough time, all

students can conceivably attain mastery of a given learning

task. The problem remains to provide the right kind of

instruction so that efficiency of learning is improved and

that mastery can be attained.

1.2 Individualized Instruction

Bloom (7) believes that if every student had a very

good tutor, most of them would be able to attain mastery of

a given subject. Essentially this means that the student

must be treated as an individual case, and not one of a

random, normally distributed, set of learners.

Individualized instruction is currently being offer-

ed as a solution. It has several distinguishing character-

istics: the learner proceeds at a self-determined pace;

he works at times convenient to him; he begins instruction

at a point appropriate to his past achievement; he is pro-

vided remedial instruction where necessary; instruction is

tailored to fit his special requirements and capabilities;

and he has a wide variety of media to choose from (20).

1.3 Computer-Based Education

2
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Educators know, in essence, how to proceed to individu-

alize instruction. The underlying problem to individualiz-

ing instruction is financial: we can only individualize

to the extent that funds are available. Computer-based

education has recently appeared on the scene as an economic-

ally viable implementation of individualized instruction (1).

The digital computer memory and branching capabilities

are well known. Such a machine, embedded in an educationally

oriented system, can be programmed to provide all of the

following individualized instructional modes: tutorial,

drill and practice, computation, simulation, information

retrieval, logical problem solving, inquiry, and testing.

Individualized computer teaching programs can provide

continuous interaction between student and subject matter,

be sensitive to student learning characteristics, incorpo-

rate adaptive features to provide both help and enrichment,

and keep account of the student proficiency level. In

addition, the system can control external devices, such as

movie projectors, slide projectors, audio devices, and even

equipment for such things as laboratory experiments.

Most instructional modes are envisioned as one student

working alone at a console, * which consists of at least a

graphic display device plus a keyset. 'nus, in interacting

with the subject matter through the program written by the

*Easley (10, p.25) has reported that, in some cases,
there is a possible advantage to working in pairs.



instructor, he can proceed at his own pace. The program

attempts to tailor the instruction to the needs of the

individual learner. An important feature is that the student

is not passive. Rather, by using the keyset he actively

participates and even controls his progress.

4



2. STATEMENT OF THE PURPOSE

This research investigates the use of a particular

computer-based education system (PLATO III) to assist the

tea&-t o!" a particular electrical network theory course

(EE260).

The specific purposes are to:

1) Identify the topics and teaching strategies most amenable

to computer-based educational assistance,

2) Identify and develop the computer programs needed to assist

in teaching the above topics,

3) Use, evaluate, and revise the above programs, and

4) Evaluate the overall effectiveness of this research as

an aid to education.
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3. TWO FUNDAMENTAL INGREDIENTS

Some results of this research were necessarily determined

in part by two fundamental ingredients that were used: an

existing course, EE260, and an existing computer-based

education system, PLATO III.

3.1 The Network Theory Course (EE260)

The course that was used is Introductory Network Theory

(EE260) of the Department of Electrical Engineering of the

University of Illinois at Urbana-Champaign. In this course,

networks are restricted to be finite, linear, lumped and time-

invariant. Major topics included are Kirchhoff's Laws,

Equivalent Circuits, Consequences of Linearity, Controlled

Sources, Nodal and Mesh Analysis, Classical Differential

Equations and Complete Response, and Sinusoidal Steady State

Analysis. It is normally taken by sophomores and juniors,

is a 3 credit-hour course, and sections meet for 3 hours per

week for a semester.

3.2 The Computer-Based Education System (PLATO III)

This research used the PLATO ITT system at the Computer-

based Education Research Laboratory of the University of

Illinois at Urbana-Champaign. (1,6) One use of the system is

to present information (stimuli) to the student and to react

to his responses. The most visible elements of any system

are the student console, the computer, and supporting

electronics; these are referred to as the hardware. Any

computer's actions are specified for every situation by a

set of specifications called a program. In an educational



system, programs that specifically teach are generally called

lessons. The set of lessons and other programs are referred

to as the software.

3.2.1 The Hardware

The hardware consists of 75 student consoles (of

which 20 can be used by students or lesson authors at any

one time), a CDC 1604 computer, and electronic equipment

to support the consoles and to act as an interface between

the computer and consoles. A diagram of the hardware is

shown in Figure 1. Auxiliary equipment, such as projectors,

audio devices and even laboratory and research equipment can

be computer-controlled from a console.

A console consists of a television monitor display and

a keyset, as shown in Figure 2. The keyset, illustrated in

Figure 3, is used by students to make requests and responses

and by lesson authors to compose and edit lessons. A console

is converted to the "author mode" by typing a codeword. The

electronics can super-impose computer-generated graphic

information and computer .selected slides%on the display.

The CDC 1604 computer was modified to time-share the

20 consoles. Peripheral equipment consists of magnetic tapes

to store student data and responses, magnetic disks to store

lessons and student records, and a line printer. The author,

through the lessons he writes, specifies which student data and

responses to store during a PLATO class; that evening the

magnetic tapes are sorted by student name and printed for him.

Lessons are stored on the magnetic disks to allow lesson authors



Computer
CDC
1604

(32K 48
Bit

Words)

Plato III

Slide Selector and Storage Cathode Ray Tube
Video Mixer (20) with Read/Write Electronics
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III

Interface

TV Sets (20)

Key Sets (20)-4
Video Cables (20)

8

Slide
Scanner Keset Returns

1 U Slides) (20 Twisted Pairs)

Figure 1. PLATO III Hardware.

Figure 2. PLATO III Console.
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rapid random access to large amounts of material. Student

operation is enabled by directing the system to access the

lessons on the disks, compile them into machine code, and

store them in the high-speed computer memory. The author

institutes a PLATO course by initializing student records on a

disk. As each student "signs-in", his records are read into the

memory from the disk; as he "signs-off", his current records

are stored on the disk. Each subsequent time he "signs-in",

he begins the lesson where he left off the last time. The

line printer is used for copies of lessons and of student

records.

3.2.2 The Software

Lessons for the PLATO LEI system are written in

a computer language called TUTOR, a language designed specifi-

cally for a computer-based education system with graphical

display (4). TUTOR was designed for use by lesson authors

lacking prior experience with computers. It consists of over

80 commands, each of which designates a system-level routine

to do complicated things that are useful in an educational

system. For example, to have the sentence "Type the v-L

relation." written on the student display, the lesson author

types the command WRITE, and then the sentence. A system-

level routine then does all the work required to display that

sentence to a student. Useful lessons can be written using

less than 20 commands. Figure 3 indicates only part of the

characters available. The complete alphanumeric character

set contains over 250 characters.



4. LESSON PHILOSOPHY AND NEEDS

4.1 Utility Programs Needed

4.1.1 Drawing of Networks

An obvious utility program needed was one that

could, upon specification of a small set of commands, draw a

network of moderate complexity anywhere on the student display.

The program had to have the capability to display (or not to

display): node and component voltage symbols, current symbols,

reference orientations, node numbers, branch numbers, element

symbols (primarily "black boxes", resistors, capacitors, and

inductors), source symbols, and wires. A tradeoff existed

between network density and display size. Too dense a net-

work (elements drawn close together) was not readable; too

sparse a network didn't allow enough elements to fit on the

display. No graphical symbols for electrical elements were

available. Thus these symbols had to be designed.

4.1.2 Other utility Routines

Another need was to have a calculator routine

available to the student at all times. Also, a special

utility program for elementary operations with complex numbers

was needed. In addition, the student was to be able to

comment on the lesson at any time. The comments were to be

recorded and used later for lesson improvement and for delayed

feedback to the student.

4.1.3 Response Evaluation

Comparison of a student response to an acceptable

answer, determination of whether it is equivalent or not, and
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provision for feedback (knowledge of results) to the student

is hereafter referred to as response evaluation. The feedback

can be omitted entirely, can in substance be a simple "yes" or

"no", or can range to intricate and lengthy comments (for

"correct" responses) or diagnostics (for "wrong" responses).

According to Ausubel (3, p. 302): "Subjects who are told why

their answers are right or wrong learn more effectively than

subjects who merely continue responding and receiving (simple)

feedback until they obtain the correct answer." Gron12nd

(14, p. 365) states that feedback type is important in

motivation also. Experiments (2) have shown that students

who receive immediate knowledge of correct response after every

question perform better on a criterion test than students who

receive no such feedback.

Programs written in the TUTOR language normally cause

an "OK" or a "NO" to be automatically displayed aside the student

response. (This feature can be suppressed by the author.)

Additional feedback was to be provided for in each lesson

developed.

4.2 Teaching Programs

4.2.1 Kirchhoff's Laws

An investigation of the hierarchal structure of

network theory shows that Kirchhoff's Current Law (KCL) and

Voltage Law (KVL) are of fundamental importance. Further, each

of these laws when first introduced needs a minimal set of

prerequisites. These prerequisites and the laws themselves

appeared to be easily taught via a computer-based system,



thus the first teaching programs decided upon were for KCL

and KVL. The programs were to, be mainly tutorial in nature,

with built-in drill-and-practice. They were to include teach-

ing all of the identified prerequisite skills and facts

required for the two laws.

4.2.2 Simple Networks

Ohm's Law and simple linear resistive networks

were the next course topics that appeared fruitful to program.

Included topics were equivalent circuits, voltage and current ,

division, linearity, and superposition. Tutorial, drill and

practice, and test material was needed.

4.2.3 On-line Network Analyzer

One basic philosophy of this research was that of

allowing the student to use PLATO in an on-line interactive

mode for analyzing networks. Several uses of such- a capability

were foreseen.

4.2.3.1 What if . . .?

Many times in a learning situation the

student will ask the above-question. If the available pro-

cedures for obtaining an answer are too difficult, or if they

take too long, he loses interest. Providing the student with a

relatively effortless way to obtain answers facilitates

learning, but better yet, it also encourages self-directed

study and independence. Model making, simulation and design

are also facilitated by an easily used,analysis capability.

This use is sometimes called the predict-verify approach. It

is part of the inquiry mode of learning.
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4.2.3.2 Computation

pure computation of solutions to networks is

an obvious use; but of questionable educational value, unless

used properly. Embedding the computation in an interactive

problem solving process is one valid approach.

4.2.3.3 Laboratory Simulation

The laboratory is probably necessary for the

learning of technique. Further, its use for concept learning,

proposition learning and discovery learning has been proven

to be effective, even though inefficient.* However, labora-

tory simulation has been shown to be both effective and

efficient. According to Entwisle and Huggins (12, p. 386):

"(The) greatest contribution (of laboratory simulation) is in

laying bare and emphasizing some of the conceptual properties . .

and freeing them from the distraction in which they are

ordinarily embedded."

The instructional mode proposed was to introduce most of

the theory via programmed text and in lecture-discussion

sessions. Then the student would use the on-line analyzer in

one or more of the above 3 modes. The student had to be able to

easily and quickly enter networks, get their solutions on-

line, and then easily modify them for new solutions. The

*
One frontal attack on inefficiency is that of J.P. Neal

and D. V. Mell.er (21). Their unique approach uses direct sens-
ing of a student'a laboratory activities (such as his instru-
ment dial adjustments and the terminal interconnections he
makes) integrated with a computer-based education system.
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program was to have a definite small limit on network size, and

was to have educational features built-in, such as withholding

(at the option of the instructor) computed solutions until

pertinent questions could be asked about them. Likewise,

questions about elements of the nodal conductance matrix (when

treated nodal analysis) or about certain network properties,

such as the number of independent meshes, were to be allowed.

The program had to compute node voltages, component voltages,

and equivalent circuits. It also had to calculate AC response,

but would be initially restricted to resistive networks, as

was the EE260 course.

4.2.4 Analysis and Simulation of Dynamic Networks

Another use of computational power was decided

upon: analysis programs were to be developed for complete

solutions to dynamic networks. The student was to be introduc-

ed to the theory without PLATO; then he would use the programs

for analysis and simulation.

4.2.5 ,Fourier Sums

A short program on Fourier sums was to be developed,

not to teach Fourier theory, but to motivate the student for

studying sinusoidal signals.
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5. EXISTING LESSONS AND SELECTED RESULTS

5.1 Utility Routines

5.1.1 Drawing of Networks (DRNET)

The basis of the network drawing utility routine,

henceforth referred to as DRNET, is the grid of 15 dots in

Figure 4. Each dot is a valid terminal for a branch or wire.

Branches or wires may be drawn between any pair of terminals

that are vertically, horizontally, or diagonally adjacent.

The spacing of the dots was chosen after consideration of the

PLATO III display size, the size of the branch symbols,

the quantity and size of other network symbols (such as voltage

and current symbols), required network complexity, and read-

ability.

Display symbols for electrical elements were not available,

so these had to be designed as special characters. The minimum

size for good appearance and recognition was used. Resistor

(R), capacitor (C), and inductor (L) characters (Figure 4),

a "black box" character (Figure 17) and an independent

source character (Figure 5) were designed. PLATO III does

not rotate characters, so a horizontal, a vertical, and two

diagonal characters had to be designed for each element.

The grid spacing of Figure 4 appears to be generous, but

Figure 5 indicates that when diagonal elements are included,

sources are added, and a complement of other network symbols

are displayed, the grid spacing may yield marginal clarity.

The spacing of Figure 4 was selected since it was considered

adequate for the complexity of networks expected. (It proved
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to be adequate in use, also.)

Consideration of both the required network complexity

for an introductory network theory course and the PLATO

arrangement for program variables resulted in the decision

to program DRNET so that 8 branches and 8 wires could be

drawn on the grid of Figure 4. However, more complex net-

works can be built up by "calling" DRNET repeatedly. The

limitation for maximum network complexity is the display size,

Which allows about 50 branches for the chosen grid size.

The specifications needed for each branch are element

type (R,C or L), accompaniment (or not) of an independent

ideal voltage or current source, two grid terminals, element

value, and source value. The grid terminals are stored as

a "from" terminal and a "to" terminal to establish references.

The reference convention used is that of the Electronic Circuit

Analysis Program (ECAP). (This convention is that the current

reference arrow points from the "from" terminal to the "to"

terminal.) Each branch is allowed either one independent current

source or one independent voltage source. The convention used

for independent voltage source reference, Figure 6, is that of

ECAP. However, the convention used for independent current

source reference, Figure 7, is opposite to ECAP. The basis

of this choice for DRNET is that Figures 6 and 7 are directly

compatible with Thevenin and Norton equivalents, whereas

the ECAP convention requires a sign change when converting

from one equivalent to another.

Required in addition to the branch specifications are

4
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the grid location of the nodes, provision for wires, pro-

vision for a "ground" symbol, and the capability to reverse

the reference orientation of each branch individually. The

display position is determined by specifying the row (1 of 18)

and column (1 of 48) for dot "a" of the grid.

For teaching purposes, it was considered desirable to be

able to show a given network with or without various network

symbols. For example, in Figure 8, node information was

suppressed until the student entered a value for n
t'

the total

number of nodes. After he answered correctly, the node locations

and numbers were shown, as in Figure 9. Likewise, after the

student entered a value for b, the number of branches, the

component voltage and current symbols of each branch were

shown, as in Figure 10. The symbols and options that are

available appear in Table 1.

When a fixed network vas to be presented more than once

to a student, the branch, node and wire specifications were

programmed into a TUTOR language routine, called a UNIT. The

first time the network was to be shown, this UNIT was

"called", the options in Table 1 were selected, a display

position was specified and DRNET was "called" to display the

network and symbols. Each time the same network was used

successively without changes, only DRNET needed to be "called".

5.1.2 Ordinary Calculations(CALC)

The TUTOR language has a calculation capability

that is easy to use, so the main job of a lesson author is to

construct a routine for the student-computer interaction he
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SYMBOLS OPTIONS

Component symbols

Component references

Node labels

Loop labels

21

1 None
2 Voltage (v)
3 Current (i)
4 Current (j)
5 Voltage and current (v,i)
6 Voltage and current (v,j)
7 Numbers only
8 Branch (b)
9 Resistor (R)

1 None
2 Voltage
3 Current
4 Voltage and current

1 None
2 Node circles
3 Numbers and circles
4 voltage symbols (e), plus

numbers and circles

1 None
2 Loops and symbols (i)
3 Loops, symbols (i) and

references

Table 1. Symbols and Options for DRNET.
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desires. Almost the simplest such routine is UNIT CALC, for

which the complete TUTOR program is that shown in Figure 11,

and for which the display (including student response) appears

as in Figure 12. Line 2 of the program of Figure 11 gives the

student access to this routine any time he requests the term

"calc". (A term is requested at any time in the lesson by

pressing key "TERM", typing in the term desired, and then

pressing key "NEXT ".) Line 3 specifies the 5th line (Of 18) and

the 10th column (of 48) of the student display for the "WRITE"

command of line 4. Line 5 enables student input and causes

an arrow to appear at display location 810, as in Figure 12.

A display arrow indicates to the student that a response is

expected. Line 6 causes the evaluation of a valid numerical

expression to be stored in variable Fl. Line 7 allows any

valid expression to be accepted. During execution, line 10

shows the student the value of his expression.

CALC, even though it uses only 20 words of core storage,

is a capable calculator routine. The ordinary mathematical

operators are available on the keyset (Figure 3) and the

student can use the following functions in his expression:

sine, cosine, natural log, power of e,square root, and

absolute value. In addition, the author can provide specially

defined functions to be compiled with the lesson. Figure 12

shows use of CALC as a simple calculator. Figure 13 shows a

more complicated application of the same routine. In this case,

the student had first typed "f2=10", then "f3=377", and then

"f4=1/60". As shown in Figure 13, he then entered an expression
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involving his previously defined variables. The calculation

routine was used extensively by the students.

5.1.3 Complex Number Operations

The TUTOR language does not allow for the definition

of complex numbers, so a short routine was developed to allow

the student to perform elementary operations with them. In

the last part of the course this routine was available to the

student when he requested the term "complex". The operations

available were those in Figure 14. For operations numbered 3 to

6 either complex number could be in either form: polar or

rectangular. In Figure 15, the student had previously selected

operation 6: Division, and was entering the form of the numbers.

In Figure 16, he had entered A in polar form, B in rectangular

form, and was then shown C=Ai.B in both rectangular and polar

form. In addition, he was shown polar plots of normalized

nagnitude versus angle for A, B, and C. When entering numbers

in polar form, the student can use either degrees or radians

for the angle. This routine was used by the students for

Sinusoidal Steady State Theory.

5.1.4 Student Comments

The PLATO system has a built in capability for

collecting student comments, hence a lesson author merely

enables it and provides any interaction he desires. The

student's comments are recorded and annotated with his name,

the time, and his place in the lesson. The data is sorted,

printed, and given to the lesson author the ',ming after the

PLATO session. The student can comment any time he requests
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the term "comment". The students ustA this capability quite

freely. Many comments were useful for revision of the lessons.

5.1.5 Response Evaluation

Response evaluation routines were developed primarily

for each teaching program rather than for the course as a whole.*

Examples of response evaluation from several different lessons

are discussed here collectively. The automatic "OK" or "NO"

provided by the TUTOR language can be seen in Figure 17

through 21.

For Figure 17, the correct Kirchhoff current law (KCL)

equation is il+i3-i4=0. The response evaluation routine

accepted any algebraic equivalent of this equation. Since

voltage symbols were intentionally shown on the network instead

of current symbols (see Section 5.22), the error of Figure 17 was

anticipated and the diagnostic "Try KCL" was given if the student

used "v" symbols instead of "i" symbols. For Figure 18,

the correct answer is e2g3 or g3e2. Again, the error was

anticipated since previously the students had expressed currents

only in terms of the "v" and "r" symbols.

The response evaluation routines disallowed identities, such

as in Figure 19. Simultaneously, they allowed equivalent

algebraic expressions. For Figure-20 the correct answer is

i
1
+i

3
-i

4
=O. The routine correctly interpreted sin (0)i

2
as zero

and Oi5as zero; it also interpreted i3 as i3. It then decided

Bruce A. Sherwood (22) has developed a TUTOR language
routine that handles general algebraic expressions and equations.
Some of the routines discussed here were based on his work.
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that i
1
+i

3
=i

4
was equivalent to i

1
+i

3
-i

4
=O. The student was

allowed a free form of expression; he was, for example, allowed

to use implied multiplication. Another example is the equation

of Figure 21. For other examples of diagnostics see Figures 25

and 26 and Section 5.21.

Many favorable student comments were prompted by the

response evaluation routines. One student commented: "Good

diagnostics." Another commented: "The equation recognizer is

a rather significant device."

5.2 Teaching Programs
*

5.2.1 Kirchhoff's Current and Voltage Laws (KCL and KVL)

First the prerequisites for KCL and KVL were introduced.

Then KCL was stated (Figure 22), the student was shown a network

(Figure 23), and he was allowed to arbitrarily assign his own

current references. Keys with arrows on them, Figure 24 and 3,

were used for indicating directions. In Figure 23 the student

has chosen references for ii, i2, and i3. (The small horizontal

arrow by i4, in the lower right, is a PLATO system arrow which

indicates thata student response is expected.)

Next (Figure 25) he was asked to apply KCL at node 2 by

giving the values (0, +1, or -1) of the coefficients of the

equation shown him. If the student pressed the "HELP" key he

was provided with his first example. (Only 4 out of 11

requested help.) Further help was available by using "SHIFT"

Some results from the second semester (Spring 1971 class
of 11 students are presented in this section.
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plus "HELP", referred to as "HELP 1"; in this case, it pro-

vided a more basic example. (None of the 11 used "HELP 1".)

If the student entered the wrong coefficient, appropriate

feedback was given him. For example in Figure 25, the student

entered "-1" for the value of coefficient al. PLATO "judged"

his response "NO" and showed the diagnostic feedback on the

last line of the figure. A further example of diagnostic feed-

back is provided in Figure 26. The student was not allowed

to go on until all four coefficients for node 2 were responded

to correctly. (If the author desired, a press of key "ANS",

(Figure 3), showed the student a correct answer; however, it

had been inhibited here.) Finally, the student was asked to

apply KCL to node 3 of the same network.

The correct coefficients had to be calculated internally

for comparison with the student's responses. The approach used

was to set up a node to branch incidence matrix for the network

shown to the student. The matrix was modified (when necessary)

by the references chosen by the student, thus the correct

coefficients were available from the matrix.

If the student made 2 or more errors out of the 8

coefficients, he was forced to go back, assign new references,

and repeat the above procedure. (Out of 11, 3 were forced back;

all 3 had asked for help.) (Keypresses other than 0, 1, and -1

were ignored.) If he made less than 2 errors, he had the option

of going on to new material or of repeating with new references.

(Out of 11, 3 repeated; one repeated twice.)

KVL was handled by a similar procedure. A loop was defined,
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the student assigned arbitrary loop orientations, then he applied

KVL to two loops. (For KVL, none were forced back. Also, only

one opted to repeat KVL. The average completion time foi KCL

and KVL was 18 minutes. The range was 13 to 26 minutes.) Other

material in this lesson tested and extended concepts of reference

orientations. It also introduced the 3 algebraically equivalent

forms of KCL (one of which is: currents entering = currents

leaving). The concept of associated (or load set) references

was introduced just before KVL.

This lesson consisted of a combination of tutorial, drill

and practice, and test. The "test" was provided by making

exit from the drill and practice contingent on an acceptable

error rate. One philosophy of the lesson was to display only

the minimum of both tutorial and procedural material.

Appropriate additional information was given if the student

asked for help or erred. The above discussion about the "HELP"

key exemplifies this for tutorial material. An example for

procedural material is the use of the "arrow keys" in choosing

reference orientations for Figure 23. The students had never

used them before nor received any instruction about their use.

yet when confronted with the display of Figure 23, four out of

eleven used them properly. Two pressed "HELP", thereby

receiving instructions; the remaining 5 pressed a wrong key,

which showed the instructions automatically. This lesson was

one of the best liked. One student commented: "Best lesson I

ever had."



5.2.2 Applications of KCL and KVL

The above application of KCL and KVL to just

evaluating the coefficients one at a time was followed by this

lesson on more advanced application. First, the student was

told that with the associated reference (or load set) convention,

if voltage references were given, then the current references

were determined, and vice versa. Then the student was shown a

network (Figure 27) and asked to write the complete KCL

equation for node 3. As the figure shows, the voltage symbold-

and references were given, but he was asked to apply KCL. Key

"HELP" gave the hint in Figure 28. If the student then used

"HELP 1", he could ask for the current symbols instead; if so,

he next raw the problem in Figure 29. (None of the 11 ,Ftudents

pressed "HELP" or used "HELP 1".)

After this the student was given a handout containing 3

networks. Each network had 3 to 4 loops and nodes, the nodes

and loops being indicated by numbers on the handout. The

program asked the student to select a network, select KCL or

KVL, and then select a node or loop. H6 was then asked to

write the appropriate law for his choice of node or loop. Any

response algebraically equivalent to the internal author-

provided answer was accepted. One student selection, with

response, is shown in Figure 30.

This lesson provided drill and practice for application of

KCL and KVL to arbitrary lumped networks. (The average

completion time was 37 minutes. The range was from 25 to 52

minutes.) The student had to respond correctly to each question
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to proceed. He received diagnostics for errors, but not an

answer. Reading of the pertinent pages in a programmed text (5)

was assigned before the PLATO class. It was assumed that a

student who completed this lesson on PLATO could apply KCL and

KVL at the level of this lesson (which did not include v-i

relations). These topics were never treated in a non-PLATO

class. One student commented that he liked the feature of

"as much practice as I want, with instant grading so I can

decide if I know it or not."

5.2.3 Simple Equivalent Networks

Two lessons were developed on various aspects of

simple equivalent networks. Outside reading in a programmed

text (5) was assigned to be done before the PLATO class since

these lessons did not introduce the topics; rather, their

purpose was to test and extend understanding of the various

principles and concepts.

The philosophy of the first part was to give the student

some freedom of expression in responding and a chance to attack

probl:_m solving. The second question of Figure 31 allowed the

student to express the v-i relation in his own format; the way

that is understandable to him. His expression was then used

on succeeding displays. In Figure 32 the student had his first

opportunity to attack a multistep problem; the question shown

was the first one that hinted at a dialog type interaction. The

expected response was something equivalent to "label the axes".

"Judging" of the response was by the keywords "label" and "axes"

or their synonyms. (Two out of 11 responded successfully.)
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Figure 32 shows the feedback for one response, Figure 33 for

another. Key "HELP" listed some of the words that were in the

"vocabulary". (Four out of 11 pressed key "HELP" immediately;

five were shown the feedback of Figure 33.) He was free to

label the axes as he desired; whatever his choice, it was used

in his next display, as in Figure 34. Here he was to define the

line by selecting two end points, using key "m" to mark each

point, and using the "arrow keys" to move the "+" marker. (All

used key "HELP" to find out how to mark the end points.)

The student's graph of Figure 34 had the wrong polarity

slope. In Figure 35 he was given the chance to redraw the

graph (if further thought revealed his error) or to continue.

When his graph was incorrect, as in Figure 35, he was shown

what was wrong with it. (only 1 student had the wrong slope.

He had first drawn it correctly, then in Figure 35 he opted for

redrawing, which he then did incorrectly. He was the only one to

opt for redrawing. He may have been testing the program) After

drawing it correctly he was asked to give the intercepts

(Figure 36), for which diagnostics were provided for incorrect

responses.

An important concept in finding the equivalent resistance

of a network is to render the independent sources "dead", which

means to leave the source in the circuit, but Eo reduce its

magnitude to zero. Students have difficulty in understanding

why one should do this. An attempt to show why by a graphical

v-i relation approach is shown in e urf 37. The student was

first shown the circuit and the graph f its v-i relation (shown
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with the intercepts E and -E/R). When he "made the source

dead" by typing "0" (zero), the graph of the new v-i relation

(the line through the origin) was drawn. He was then asked

what element type was represented by this new graph. (One

student responded "ideal source", the other 10 responded "r",

"resistor", or "ideal resistor".)

The main topics explored in these two lessons were current

and voltage sources, Thevenin and Norton equivalents, series

and parallel combinations, voltage and current division,

linearity, linear combinations, and power. (The average completion

time for one lesson was 25 minutes; the range was 15 to 34

minutes. The average completion time for the other lesson was

-37 minutes; the range was 12 minutes to 97 minutes.)

5.2.4 Nodal Analysis

A short lesson was_developed as an introduction to

nodal analysis. It consisted of tutorial material on reference

nodes and node voltages and gave the student practice in writing

nodal equations. Two excerpts art) shown in Figure 38 and 39.

(The average completion time was 26 minutes; the range was 19

to 35 minutes.)

5.2.5 On-line Network Analyzer

A program was developed to allow the student to

analyze linear steady state RLC networks on-line in an inter-

active mode. The maximum size network allowed was 8 branches

and 8 nodes. One controlled current source was allowed; it

could be either current or voltage controlled. In DC analysis

the student could choose nodal analysis or equivalent circuit



er
be

m
be

'r 
lh

et
 t 

Ss
tin

-l
p 

ol
t.7

,0
4x

it'
fi

r
40

 h
'ir

ill
ue

 o
t.t

tO
-t

ii-
O

.)
,§

 P
oY

!%
(4

4.
0i

he
 ii

sr
-c

e 
"c

le
ar

. l
ie

'k
e

'th
e:

ro
ut

e 
-'4

04
e4

d 
by

-

,ii
iit

ri
s 

Sr
i a

 0
.

'0
 O

K
'

-
-:

- 
-

.
".

:
\''

'' 
"

fi
be

r 
eI

tim
sn

t t
y3

56
 d

pe
s 

i1
4,

tit
oy

O
a:

4:
U

T
-V

C
 r

 e
pr

es
en

tt
,

:
.

...
$,

..
a

.,.
.

'

-
-

I

II
-

.0
".

'

- 
.



42

analysis. Nodal analysis provided the node to datum voltages,

from which the component voltages and currents were obtained.

Equivalent circuit analysis calculated the Thevenin voltage

and impedance of all nodes with respect to a datum node. In AC

analysis, the student could select, in addition, frequency

response data. A magnitude versus frequency plot was provided

as part of this data.

First the student chose DC or AC analysis. Then he was

shown the "entry" display, which appeared as in Figure 40. Some

"HELP" key instructions are shown in Figure 41. Each branch was

entered one at a time, as indicated in Figure 42, and was then

added to the network, as in Figure 43 and 44. The student

could inspect the branch values at any time by pressing key

"DATA", which showed the information in Figure 45. He could modi-

fy the values of an individual branch (from the Figure 40

display), could delete branches and wires, as in Figure 46, or

he could erase the complete network at any time.

After the student indicated his network was complete, two

calculations had to be made because of the allowance of wires.

First the nodes had to be identified, and second, a check was

made for shorted branches. In addition, a check was made for

the proper specification of the'controlled source, if there

was one. The program at this point had a built-in branch that

could be used or bypassed at the option of the instructor. If

used, it randomly selected one of 5 questions, one of which is

shown in Figure 47.

Next, Figure 48, the student could select the type of
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analysis and the reference, or datum, node. The node voltage

solutions were shown as in Figure 49; the equivalent circuit

solutions were as in Figure 50. In AC analysis, frequency

response data could be selected. After entering his network,

such as the one in Figure 51, the student could select frequency

response, enter his frequency data as in Figure 52, then make a

choice of one of the plots of Figure 53. If he selected "voltage

gain" (choices 3 or 4) he could specify the nodes, as in Figure

54. Two "plots" are shown in Figures 55 and 56. Only 4 data

points (frequencies) were calculated at a time. This was done

for two reasons. First, this method lowered the peak computational

load on the computer at any one time. Second, this method had

educational value, since it encouraged the student to wisely

select his frequencies to both minimize his work, and to get an

accurate plot. To get 4 additional points all he had to do was

re-specify the frequency. It took about 15 seconds for each set

of 4 additional points. After the plots of Figures 55 or 56, he

could inspect the node voltages or move on to the "selection

display" of Figure 57. From this point he could rapidly analyze

his network in depth. If he pressed key "Lab" and then asked

for equivalent circuit analysis at f=15.95 Hz, he was shown

the displays of Figure 58 and 59. If he then selected nodal

analysis, he was shown the display of Figure 60. After this

display, he could choose to see the component voltages, as in

Figure 61.

The program had two other branch points for educational

purposes. The program used nodal analysis with LU decomposition



st

Y

ti

. .

.

4.1

0
0

4A
W

A
0
0
06

W

M
ri
M

164

oc)

ttom.
.

#...

A.m..

a

0
0

1-1
0
>

4 4
0
W

044
0
0

.

0
In...t

0 a)

0
OaOp

4 'PI4
114 N

the available lessons. The students liked best the tutorial

material on Kirchhoff's laws. They did not like using analysis

and simulation routines until after they had had almost all of

the theory involved. The lessons were revised as a result of the

student data ard comments that were collected, additional

tutorial material was begun for the next semester, and additional

research was done on response evaluation.

6.2 The Second PLATO Section

In February, 1971, the second PLATO section began with 13

registered students, of which one dropped out of the university

during the semester and one changed to another section after

the first week of classes. Thus 11 students completed the

course; 8 had haen volunteers and 3 had been assigned during

registration. Thirteen of 43 class meetings, or about 30% were

PLATO classes. All of the material discrssed in Section 5 was

used.

The programmed texc by Balabanian and LePage (5) was used
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classroom. While using the analyzer in a PLATO class, he most

often (but not always) had a written procedure to follow. This

procedure was given to the students on the day of the PLATO

class. The approach used in these procedures was to briefly

mention the topic, to ask questions about it, and to suggest

investigations with the analyzer. Since the first part of

the course treated only linear resistive networks, the analyzer

was initially restricted to DC analysis without controlled

sources.

A network could be entered in less than a minute, while the

solutions were available in less than 5 seconds. The ease of

network entry and modification, along with the rapidity of

solution caused highly favorable student reaction. The first

working version of the analyzer was criticized mainly for its

restrictions. The students "demanded" changes and got them.

Some of the student comments on the final version were:

It should be made available for all EE260 students.
It lacks some ECAP capabilities, but it's easier and

quicker.
Analysis is fun on PLATO.

64

Maximum
Time

(a)

Average
Time

Minimum
Time

Nine MEW GINO OMNI

(b)

Figure 77. Lesson Cotpletion Times of "Average Speed"
Students for 6 Tutorial Lessons.

Maximum
Time 7 \



network.) The analog computer block diagram and the differential

equation that was to be solved are shown in Figure 62.

Figure 63 shows the display used to enter data. As

indicated in this figure, the student could specify the initial

current state, i(0); the values of L and R; the vertical

scaling parameter, max the time to stop integrating, tend;

and the input voltage,v(t). The integration step size was

computed for him. The inputs allowed were those of Figure 64.

He pressed key "LAB" to obtain a plot of the complete solution

for i(t). For his data of Figure 63, he obtained the plot of

Figure 65. The plots were presented point by point in simulated

time and were completed in about 10 seconds. Next, the student

could modify the network parameters, as in Figure 66, and

request a new plot as in Figure 67.

The theory was first introduced through a programmed text

(25) and in the classroom via lecture, discussion and written

*
Princeton Circuit Analysis Program (PCAP). An imprcved

version of ECAP that allows plotting, among other things.
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an average of 45 minutes of PLATO time to complete. This would

be referred to as 3/4 of an average student contact hour. A

broad estimate is that for the remaining tutorial lessons,

development times ranged from about 300 hours per average student

contact hour to about 100 hours per average student contact hour.

These estimates include the programming time plus the time to test

it on 1 - 2 :.tudents from the target population and to revise it

for classroom use. The most time consuming programming element

appeared to be response evaluation.

Development times for drill and practice lessons took

considerably less time. A worthwhile lesson for many metwork

theory topics could be developed in'25 hours or less. For most

drill and practice lessons, the student contact time is more or

less open ended. Thus student contact hour figures are meaning-

less.

The analysis and simulation routines took the most develop-

ment time, and this time i creased rapidly as the level of inter-
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what time is taken to do a unit of irit21 instrootion, some

learners will be bored and some will not be able to understand.

If time is fixed student achievement tends to be the dependent

variable. In the PLATO tutorial lessons, the-learning was

relatively fixed while the time was allowed to be the dependent

variable.

A summary of the student comments produced the following

PLATO utopia lesson. It was a tutorial lesson with abundant help

sequences, capability for review, voluntary drill and practice,

sophisticated response analysis, non-ambiguous statements and

questions, ample branching on student performance, capability

to ask PLATO a question, and no program errors.

Use of the analysis and simulation routines before the

appropriate theory was adequately treated was found to be a mis-

take. The students who understood sufficient theory beforehand

benefitted tremendously and enjoyed the power of the routines.

But those who were still learning and assimilating the theory did

N

0a
cy



Figures 65 and 67.

5.2.7 Natural Response of a Parallel RLC Network

A program was developed to allow detailed analysis

of the natural response of a 2nd order network. A parallel

RLC network with fixed initial conditions was shown to the

student as in Figure 68. After he entered values of C, L, and

R, he was shown the important circuit parameters, as in Figure

69. An instructor- executed branch at this point could withhold

the parameters until questions were asked about them. The

student could then ask for a plot of the inductor current,

L
(t), the capacitor voltage v

c
(t), and the phase-plane plot

v
c
(t) versus i

L
(t). One such plot is shown in Figure 70. He

could then enter a new set of values, as in Figure 71, and

inspect the new plot, as in Figure 72. Again, the plots were

developed point by point in simulated time.

The emphasis was on investigation of the 4 cases: lossless,

underdamped, critically damped, and overdamped. Again, the theory

was introduced beforehand, and values were suggested which would

demonstrate each of the four cases.

68

were used. The first non-PLATO class turned out to be a

discussion with eager, enlightened class participation. The

instructor had been relieved of transmitting facts and could

attempt, instead, to enrich and enliven the discussion.

During the PLATO classes, each student was fully occupied

by the lesson. When there were no problems with the lessons,

this researcher was free to roam about the consoles, checking

student.progress. He could stop by any student and make a

comment, ask a question, or extend the material at hand. He had

the satisfaction that he was not ignoring his other 10 students

while doing so. (If he merely stopped behind a working stt.dent,

that student stopped interacting with the lesson. Eight out of

11 said they often got nervous when the instructor stopped

behind them. They apparently considered interaction with PLATO

a personal matter.)

Two items not yet mentioned affected the outcome of this

research. One is response time of the PLATO III system to



C
tk C

-
1

R
_

(I
t,"

P
.1

1 
It.

's
U

rt
,,'

t)
1

it,
(?

' ?

v
(9

4)
1

Pr
L

a
I 

O
K

7 
td

1
t f

 ,t
y 

T
 K

ie
 T

Li
ttr

op
ec

t
C

O
.(

 .
0 

...
?

16
t t

,i 
1 

r
0

.
-

3
.
0
0

v
o

.
i
.
0
0
1
0
c

1
0
4
.
1
5
9
2
0
 
1
1
1
-
1
2
.

w
r
i

af
i.9

8(
11

.1
0

c

Si
: (

t)
a

1 
.0

1 
at

 p
(-

ce
xt

Iz
si

n(
t)

lit
 t.

1.
42

 p
4m

 c
m

ax
 1

L
 4

 7
88

8-
4

'4
"'D

o 
yo

u 
w

an
t t

o 
',c

c
0

p
l
o
t
?
 
(
y
 
O
r

0 
.

r

Pr

11
.1

1w
1

(O
W

.1
11

10
,..

"

ii 
(P

) (0
)- ,n
 E

, N
J,

t
1

O
K

7

V
cR

0
10 0

0
00

00
o0°

°°
° 00

0 
00

00
04

50
0

-1
ve

t
U

nd
er

 d
am

pd
,

p
e
r
i
o
d
.

6
,
3
7
 
P
s
e
c

N
I
m
o
-
;
4 

. 7
 8

 8
 8

 3
t.

iik
vi

tg
__

A
L

sc
t

X

D
O

..

;4
,

T
...

...
.

rt

41
(

'

!
 
o

,

9
'

c

.
0
0
,

15
0

..
v

47
,

0
0

00
45

1°
*

o
*

0
-

6
*0

0 PR
E

SS
 -

 N
C

 X
I 

-

k
X

fli
t



C
I-

40
0e

f
tr

I

C
.

1
O
K

R
.

.5
 O

K

C
O
W
 
1
1
1
(
1

(
0
)
 
'
9

vc
(0

) 
.1

(
r
!
(
1
,
,
J
;
k
7
0
4
'
 
,
m
5
c
1
(
J
K

P
f

t
 
r

1
 
O
K

,1
 )

T
hl

tx
1 

r 
s

th
e 

gr
l t

ic
al

 ly
 c

kw
op

ed
 c

ef
..e

1 
.0

0 
.,1

0
Q

 -
 0

.5
00

00

I J
O 11

/1

I(
t)

r
i .

00
00

6x
 tx

ex
p(

- 
aN

m
ax

 5
L.

.0
 3

68
00

at
 1

-
1.

00
 s

is
ec

°D
o 

yo
u 

w
an

t t
o 

IS
M

 a
 p

lo
t?

(y
 0

1
n)

r

v
t.

00
0

0

tl
-1 C
rI

tic
f-

O
ls

t 1
.0

0 
vs

.k
ic

e,
 x

0
3
G
8
I
T

S
t
I

0

0
0n

00
0

00
_

O
o0

00
_

0
19

°0
o0

0_
1

_
00

00
00

00
00

00
ti

1_
- 

a

P
R
C
S
S
 
-
N
E

xl
-

t t

I
-

I 
-



5.2.8 Fourier Sums

A short program was developed to show how sums of

sinusoids could be used to approximate non-sinusoidal periodic

waveforms. The purpose was to motivate the student to the study

of sinusoidal response.

First, he was shown how sine waves could add to approximate

a square wave. This part began with the fundamental only, as in

Figure 73. Each time he pressed key "NEXT", the next harmonic

of proper amplitude was added, up to the 9th harmonic. Figure

74 shows the sum up to the 7th harmonic.

After this, he was shown the Fourier sum at the top of

Figure 75. He could sum from 1 to 5 harmonic terms, selecting

the amplitudes and phases from the A and B coefficients. The

plot for the data of Figure 75 was shown in Figure 76.



f
 
(
0
.
5
1
n
(
t
)

P
R
E
S
S
 
-
N
E
X
T
 
-

F
i
g
u
r
e
 
7
3
.

O
n
e
 
T
e
r
m
 
A
p
p
r
o
x
i
m
a
t
i
o
n
:

F
i
g
u
r
e
 
7
4
.

F
o
u
r
 
T
e
r
m
 
A
p
p
r
o
x
i
m
a
t
i
o
n
.

,.
.
,

,

,
,
'

-
 
-

,
1

-
1(

t)
 is

 p
er

lo
di

c,
oi

 p
er

lo
d_

T
.

,

F
i
g
u
r
e
 
7
6
.

P
e
r
i
o
d
i
c
 
F
u
n
c
t
i
 
n
.



6. ADDITIONAL RESULTS

This research lasted for 21 months, from September,

1969 through May, 1971. The first 12 months the author became

familiar with the TUTOR language and the EE260 course, developed

the network drawing utility routine (Section 5.1.1), developed

the lesson on Kirchhoff's laws (Section 5.2.1), and developed

a DC analysis version of the on-line network analyzer (Section

5.2.5). During the last 9 months, two consecutive sections of

EE260 were taught using PLATO, new programs were developed, and

program. revision was carried out.

6.1 The First PLATO Section

In September, 1970, the first PLATO section of EE260 was

initiated with 10 volunteers registered for credit.
*

Out of 44

scheduled class meetings, 9 were at a PLATO console. The only

tutorial material available was the introductory lesson on

Kirchho -ff's laws (Section 5.2.1).** The other teaching lessons

available were the network analyzer (DC analysis only)(Section

5.2.5), the Dynamic Network Analyzer (Section 5.2.6) and

the Natural Response Analysis lesson (Section 5.2.7). These

last two were developed during the semester.

The chief results of this first PLATO section were having

the author become familiar with how the student interacted with

the course subject matter and having the students use and critique

*
The section had, in

registered dropped out of

**
A special thanks is

the spring semester, 1970,
critiqued this lesson.

addition, 2 auditors. Two of the 10
the university during the semester.

due here to Dr. John P. Gordon. In
two of his EE260 sections used and
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notes. Written notes were distributed for sinusoidal steady

state analysis.

Detailed results of lesson use are given in Section 5.2

for each lesson. As in the first PLATO section, students in

this section liked the tutorial material, especially the lesson

on Kirchhoff's laws. In contrast to the first PLATO section,

however, most of the students liked the analysis and simulation

lessons. Lesson revisions were made with the help of student

data and comments.

6.2.1 Attendance at PLATO Classes

The average attendance of the 11 students at the

13 PLATO classes was around 93 %. The average attendance at

the 30 regular classes was around 85 %. Only 1 student missed

once during the first 7 PLATO classes.*

6.2.2 Student Attitudes

The overall attitude of the students toward use of

PLATO was highly favorable. When asked at the end of the

semester whether they would choose another PLATO course, all 11

students said: "Yes".

Another question asked was: "For what per-cent of a net-

work theory course should each of the following media be used?"

The average of the students' percentages are shown with the

choices:

*
That student excused himself for sickness and can? in on

a Saturday to make up the PLATO class.
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47% PLATO only
20% Programmed text only
10% Lecture only
16% Discussion section only
7% Other (Films, demonstrations, etc.)

The average of the 3 non-volunteer students for "PLATO only"

was 45%.

The students left the course with a favorable attitude

for network theory also. Asked if they would take another net-

work theory course, 10 selected the choice: "Yes, even if as an

elective." The 11th student stated,he wasn't sure since he

hadn't decided on a major field yet.

As discussed, above, the students' overall attitudes were

favorable. They did, however, express dissatisfaction with many

fragments of the lessons. Initial criticisms were directed at

"inability to operatp the program". Almost all problems that

occurred were with parts of lessons that were being used for

the first time. In a few isolated cases, small parts of lessons

were used that had not been adequately checked out beforehand.

For example, in two instances the response evaluation routine

failed; consequently, the instructor had to-"jump" the students

out of he problem area. All criticisms were welcomed as they

were valuable for program revision.

6.2.3 Tutorial Lesson Completion Times for the Class

Section 5:2 gives some statistics on the time it took

the class of 11 students to complete each tutoriallesson. (Times

were not kept for the non-tutorial lessons.) For most of these

lessons, the longest completion time was about twice the shortest,

giving a ratio of about 2 to 1. For one lesson, this ratio was



about 8 to 1.

The average time it took the class to complete all

tutorial lessons was 185 minutes. The longest time for all

lessons was 253 minutes; the shortest time was 128 minutes. Thus

the overall ratio of longest to shortest completion time was

about 2 to 1.

6.2.4 Tutorial Lesson Completion Times for an Individual
Student

An investigation was made into the individual differ-

ences of learners for two students who :Lad completed the set of

tutorial lessons near the class time average. The times they took

to complete each lesson varied widely about that lesson average.

The data is plotted in Figure 77 for 6 tutorial lessons. Most

other students varied less about the average time. Data for the

students who completed the set of tutorial lessons in the maximum

and minimum time is plotted in Figure 78 as curve (a) and (b),

respectively.

6.2.5 Lesson Development Times

The ekperience of this researcher was that the

development time for lessons naturally decreased with experience

but varied widely with the instructional purpose and sophistica-

'f'' tion of the lesson. The first 1200 hours of research were spent

on reading the literature, becoming familiar with PLATO III and

the TUTOR language, designing special characters for electrical

symbols, developing the network drawing routine (DRNET), and

developing the first tutorial lesson on Kirchhoff's laws. For

a student who was not familiar with these laws, the lesson took
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7. EVALUATION

7.1 Conclusions

The student attitudes, as indicated by their frequent

attendance at PLATO classes and by their solicited and unsolicit-

ed comments, were highly favorable toward the uses of PLATO

in this network theory course. Some student attitudes toward

media may not be a direct measure of their educational values

(11, p. 13; 16, p. 15). uowever, it appears that student

attitudes that are related to how well they feel they learn are

good measures of effectiveness. The students were asked

whether they "really learned the material presented on PLATO

(overall)." One student disagreed, 1 was undedided, 7 agreed,
7-,

and 2 strongly agreed. (No one selected "strongly disagree".)

Educational effectiveness was measured by student achieve-

ment on written tests administered in the regular classroom.

Student achievement was highest for those behavioral objectives

introduced via PLATO tutorial lessons with built-in drill and

practice. For example, all the students were able to "Write the

Kirchhoff current and voltage law equations for arbitrary lumped

networks of up to 5 nodes and 8 branches."

No control group was used and no measurements were made to

compare the use of PLATO III with other media. It is hoped,

however, that the results will be useful to those selecting

media, at least for an introductory network theory course. (19)

Individual differences in learners appear to be manifest at

as low a learning level as is investigated. The results of

Section 6.2.4 and Figure 77 and 78 indicate that, no matter



session. The editing features provided are outstanding.

Material can be inserted, shifted, modified or deleted with

the keyset. Whenever computer memory space is available, the

author can compile his materials and check them out in the

student mode.

7.2 Recommendations

This research indicates that network theory can indeed be

taught with computer assistance. More research is needed to

further define what is educationally possible.

The TUTOR programs developed in this research should

continue to be used, revised, and supplemented. The response

evaluation routines should be improved, especially in providing

diagnostics. Some of the tutorial lessons shout have added

branching on student performance and more help sequences

should be provided. The analysis routines should have improved

interactive capability.

The following instructional modes should be investigated:

student directed inquiry, dialog, and inductive versus deductive

approaches.

This research did not provide for any formal testing with

PLATO, nor did it provide for interactive grading of problem

sets. Both of these should be attempted.

Two other features that should be investigated are inter-

station communication and also the use of pre-recorded audio

messages for part of the feedback.

Finally, research should be done on the information-

structure-oriented approach, which is based on the use of an
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information network of facts, concepts, and procedures.

(8, 15, 18, 23, 24)
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